COOLING & AIR MOVEMENT

Optimising cooling:
keeping in control of costs

Specifying cooling systems without considering their control methods can lead to issues
such as demand fighting, human error, shutdown, high operation cost and other costly
outcomes. So how can data centres effectively optimise cooling efficiency?

he choice of cooling
_I— architecture, including

hot and cold air
containment, is of paramount
importance for minimising the
operating expense of a data
centre. However, an effective
control system is also essential
when hoping to achieve the
maximum energy efficiency
and PUE.

Achieving efficient use of
electrical power is a major
concern for data centre operators
for both cost and environmental
reasons. Next to the IT itself, the
largest consumer of power in a
typical data centre is the cooling
system. Assuming a IMW data
centre with a PUE of 1.91 at
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50% IT load, for example, the
cooling system will consume
approximately 36% of the energy
used by the entire data centre
(including IT equipment) and
about 75% of the energy used
by the physical infrastructure
(without IT equipment) to
support the IT applications.

Given its large energy
footprint, optimising the cooling
system provides a significant
opportunity to reduce energy
costs. Three steps to achieving
this goal are: selecting an
appropriate cooling architecture;
adopting an effective cooling
control system and managing
airflow in the IT space.

One key approach to

reducing cooling plant energy

is to operate in economiser

mode whenever possible. When
the system is in economiser
mode, high-energy-consuming
mechanical cooling systems
such as compressors and
chillers can be turned off, and
the outdoor air is used to cool
the data centre. There are two
ways to use the outdoor air to
cool the data centre:

e Take outdoor air directly
into the IT space, often
referred to as “fresh air’
economisation

e Use the outdoor air to
indirectly cool the IT space

In certain climates, some

cooling systems can save

in excess of 70% in annual
cooling energy costs by
operating in economiser mode,
corresponding to more than
15% reduction in annualised
PUE. The latest white paper
from Schneider Electric
highlights some of the critical
issues affecting the cooling
process, which include the fact
that cooling system capacity

is always oversized due to
availability requirements

and data centres operating
under less than total IT
capacity; the IT load in terms
of equipment population and
layout frequently changes over
time; cooling system efficiency
varies with factors other than
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IT load such as outdoor air
temperature, cooling settings
and control approaches; and
compatibility issues arise due
to the installation of cooling
equipment from different
vendors.

The paper warns that
traditional control approaches
involving manual adjustments to
individual pieces of equipment
such as chillers and air
conditioners lead to uneven
cooling performance as the effect
of adjustments made to one unit
can lead to hot spots elsewhere
in the data centre. Frequently,
too, there is no visibility to the
performance of the entire cooling
system, a flaw that is often
compounded by the presence of
poor-quality or badly calibrated
sensors and meters.

The paper also recommends
approaches for effective control
systems entailing the use of
automatic controls for shifting
between different operation
mode such as mechanical
mode, partial economiser
mode and full economiser
mode. Indoor cooling devices
should be coordinated to work
together under a centralised
control system with the
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flexibility to change certain
settings based on immediate
requirements.

The white paper proposes
that control systems be
categorised into a hierarchy
of four levels: namely device-
level control, group-level
control, system-level control
and facility-level control for
maximum efficiency.

Device-level control
involves the control of
individual units such as
chillers. Group level control
refers to the coordination
of several units of the same
type of device, typically from
the same equipment vendor
and controlled by the same
control algorithm. System-
level control coordinates the
operation of different cooling
subsystems within a data
centre, for example a pump
and a CRAH (computer room
air handler). Finally, facility-
level control integrates all
functions of a building into a
common network that controls
everything in the building
from heating, ventilation,
air conditioners and lighting
systems to the security,
emergency power and fire-
protection systems.

Characteristics of
effective control systems
According to the white paper,
an effective control system
should look at the cooling
system holistically and
comprehend the dynamics
of the system to achieve
the lowest possible energy
consumption. The following
lists the main characteristics
of effective control systems:
¢ Automatic control: The
cooling system should
shift between different
operation modes like
mechanical mode, partial
economiser mode, and
full economiser mode
automatically based on
outdoor air temperatures
and IT load to optimise
energy savings. It should
do this without leading to
issues like variations in IT
supply air temperatures,
component stress, and

Given its large energy footprint,

optimising the cooling system provides
a significant opportunity to reduce

energy costs

downtime between these
modes. Another example of
automatic control is when
the cooling out-put matches
the cooling requirement
dynamically, by balancing
the airflow between the
server fan demands and
the cooling devices (je
CRAHSs or CRACSs) to save
fan energy under light

IT load without human
intervention.

Centralised control

based on IT inlet: Indoor
cooling devices (ie CRAHs
or CRACs) should work in
coordination with each other
to prevent demand fighting.
All indoor cooling devices
should be controlled based
on IT inlet air temperature
and humidity to ensure

the IT inlet parameters are
maintained within targets
according to the latest
ASHRAE thermal guideline.
Centralised humidity
control with dew point
temperature: IT space

humidity should be
centrally controlled by
maintaining dew point
temperature at the IT
intakes, which is more cost
effective than maintaining
relative humidity at the
return of cooling units.
Flexible controls: A good
control system allows
flexibility to change

certain settings based on
customer requirements.
For example, a configurable
control system allows
changes to the number of
cooling units in a group,

or turning off evaporative
cooling at a certain outdoor
temperature.

Simplified maintenance:
A cooling control system
makes it easy to enter into
maintenance mode during
maintenance intervals. The
control system may even
alert maintenance personnel
during abnormal operation,
and indicate where the issue
exists. »

Ecoflair is reported to reduce cooling operating costs
by 60% compared with legacy systems based on chilled
water or refrigerant technologies
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